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10 Jahre OpenAI — ChatGPT hat vieles verandert. Viele Deutschen
kennen jetzt KI, benutzen es mit einer gewissen RegelmifSigkeit —
aber vertrauen dem Ganzen nicht so recht. Wenn Sie sich die Mei-
nungsumfrage von YouGov (Scite 4) anschauen, werden Sie festel-
len, daf? viele hierzulande der KI mifétrauen. Wahrscheinlich lessen
wir zu viele Nachrichten, die iiber das Negative um K1

berichten...

iese KI-Newsletter richtet sich an alle
Interessierten, die niitzliche Informati-

onen iiber KI suchen. Die hier erstell-

ten Inhalte unterliegen dem deutschen Urheber- el & 1;-’

recht. Copyright: © 2025 by Paulo Heitlinger. e ’
Diese Newsletter ist mit Hilfe einiger KI-Chat- i

bots getextet und mit KI-Tools bebildert wor-

den. Diese haben mir geholfen, schnel-
ler die Ubersicht zu bekommen, die
Texte runder zu redigieren und kla-
rer zu schreiben. So profitiere auch
ich vom Einsatz der Kiinstlichen
Intelligenz.

Viel Spafl beim Lesen

wiinscht
Ihr Paulo Heitlinger
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rei Varianten fur ein “Weihnachtsbild”. Es
wurde mit verschiedenen KI-Bildgenerato-

T

ren und folgendem Prompt generiert: “Ein
Weihnachtsbild mit dem Weihnachtsmann und
einige fleiffige Politiker, und der Aufschrift ‘Friede
auf Erden’.
echts: die Anwendung Copilot von Microsoft
wollte keine “aktuellen” Politiker malen, son-
dern bezog sich auf Frau Merkel und Olaf
Scholz, die flei$ig ihre Notizen aufschreiben.
Unten, zwei Bildvarianten: das Pitoreske “Weih-
nachten im Wald”, mit putzigen Weihnachtstieren
und ein niichternes Bild mit Menschen und Weih-
nachtsbaume, von Stable Diffusion generiert.

plediffusiogiiveb.cq




wei weitere Varianten fir das
“Weihnachtsbild” auf der vor-
herigen Seite.
Rechts, ein Bild von Stable Diffu-
sion generiert, im Pop-Art-Stil.
Unten: ein schlichtes Bild ohne
Menschen, mit einem Weihnachts-

baum, von ChatGPT generiert.

?h blediffusionweb.com
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Micky Maus im KI-Video

isney und OpenAl haben kiirzlich eine
“wegweisende Partnerschaft” ange-
kiindigt, die als Meilensteinin der
KI-Branche gilt. Disney investiert
eine Milliarde US-Dollar (!) in
OpenAlund erhaltim Gegenzug Lizenz-
rechte fiir seine ikonischen Charaktere.

ChatGPT-Entwickler Open Al zusammen.
Kinftig konnen User KI-Videos mit Dis-

ney-, Marvel- oder Pixar-Charakteren generieren.

D er Disney-Konzern arbeitet kiinftig mit dem

Der Deal umfasst eine dreijahrige Kooperation,
bei der Disney der erste grofe Lizenzpartner fur
OpenAls Video-Plattform Sora wird. Nutzer
koénnen tber Sora und ChatGPT kurze KI-gene-
rierte Videos mit mehr als 200 Figuren aus den
Disney-, Marvel-, Star-Wars- und Pixar-Welten
erstellen.

Disney sichert sich Aktienanteile sowie Opti-
onen auf weitere Anteile und verpflichtet sich zu
einem verantwortungsvollen Einsatz von KI, der
die Rechte der Kreativen schiitzt.

Das Unternechmen plant, OpenAls APIs in
Disney+-Produkte, interne Mitarbeitertools wie
ChatGPT Enterprise und innovative Storytelling-
Erlebnisse zu integrieren, die Anfang 2026 starten

sollen.

ie Aktie von Walt Disney stieg nach der
D Bekanntgabe um rund 1,4 Prozent auf

110,35 US-Dollar. Dieser Schritt mar-
kiert einen Paradigmenwechsel in Hollywood,
weg von fritheren Copyright-Streitigkeiten hin
zu aktiver KI-Nutzung. Disney investiert eine
Milliarde US-Dollar in OpenAl und wird
erster grofer Lizenzpartner fur die KI-Platt-
form Sora.

ie Partnerschaft eréffnet Potenziale fur per-
D sonalisierte Inhalte und efhizientere Produk-

tionsprozesse, etwa bei Animationen oder
Werbung,

Kritiker befiirchten jedoch eine Uberflutung
mit minderwertigen KI-Clips, welche die Magie
der Originalcharaktere mindern kénnten, sowie
Missbrauch in unangemessenen Kontexten.

OpenAI betont Schutzmafinahmen gegen
schidliche Inhalte, wihrend Agenturen wie die
Creative Artists Agency auf begrenzte Kont
rolle der Kiingtler tiber generierte Abbildungen
hinweisen.

Disney-Chef Bob Iger sagte, Disney wolle durch
die Zusammenarbeit sein Storytelling erweitern
und gleichzeitig die Arbeit von Kreativen schiitzen.
Die schnellen KI-Entwicklungen seien ein “wichti-
ger Moment” fiir die Entertainment-Branche.
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KI-Bedrohung; Jobs sind
gefahrdet, nur nicht meiner

ine Umfrage von YouGov zeigte, daf3 die
Deutschen optimistisch auf Kl blicken;
sie halten sich selbst fiir Kl-kompetent.
Die Deutschen bescheinigen sich ein
sehr gutes Auskennen mit KI. Obwohl
viele die KI-Technologien kaum nutzen...

eder dritte Befragte in Deutschland steht einer

YouGov-Umfrage zufolge der KI positiv gegen-

tiber. Erstaunlich, denn den Deutschen wird
oft eine ausgeprigte Technikskepsis diagnostiziert;
auch im Zusammenhang mit KI wird das behaup-
tet. Eine neue YouGov-Umfrage zeichnet nun ein
differenziertes Bild, wie die Deutschen auf die KI
blicken.

33% der Befragten steht der KI positiv gegen-
tiber und glaubt, dass die Chancen von KI die Risi-
ken uberwiegen. 24% schen es umgekehrt. Und
30% sagen, dass sich Chancen und Risiken unge-
fihr die Waage halten. 64% gehen davon aus, dass
KI ihnen den Alltag und die Arbeit (62%) erleich-
tern wird.

Mit viel Selbstbewusstsein traten die Deutschen
in der YouGov-Umfrage auf. Auf die Frage, wie
gut sie verstehen, was KI ist, antworteten 83 % der
Teilnehmer mit “sehr gut” oder “ziemlich gut”.

Dieser Wert it der mit Abstand hochste in den
befragten Lindern. Zum Vergleich: In Austra-
lien und Frankreich sind es 64%, und in den USA,
sagen das 63%.

Bemerkenswert ist dieses Selbstbewusstsein
auch, weil 29% der Befragten aus Deutschland
angeben, KI nie zu nutzen, weder in ihrer Freizeit
noch im Beruf. 20% greifen in ihrem Job weniger

n der YouGov-Umfrage im August 2025
Ahaben mehr als 2300 Menschen aus

Deutschland online teilgenommen. Die
Befragung ist reprisentativ fur die Bevolkerung
ab 18 Jahren.

Ziel der Umfrage war es, die Einstellung
gegeniiber KI in neun westlichen Industrielin-
dern abzufragen. Internationale YouGov-Daten
zeigen, wie Biirger aus Australien, Frankreich,
Deutschland, UK, Italien, Kanada, Spanien
und den USA iiber KI denken.

Biirger in Deutschland sind mit am aufge-
schlossensten, wenn es um KI geht. Rund ein
Drittel (33%) sind auf KI positiv eingestellt.

Ungefiahr genauso viele (36%) sind ambi-
valent und mehr als ein Viertel (28%) blicken
negativ auf KI.

Nur in Spanien (39%) und Dinemark (35%)
ist der Anteil von Biirger, die positiv gegeniiber
KT eingestellt sind, hoher.

Anders als in der offentlichen Diskussion in
Deutschland hiufig dargestellt, sind die Deut-
schen im Vergleich zu anderen westlichen Lin-
dern nicht besonders technikfeindlich — die
Skepsis in anderen Landern ist viel ausgepragter.

Biirger in den USA, Grofibritannien, Aust-
ralien und Kanada sind am skeptischsten, wenn
es um KI geht.

In den USA (39%) und GrofSbritannien (38%)
sind knapp zwei von finf Menschen generell
negativ gegentiber KI eingestellt. In Australien
(35 %) und Kanada (33 %) gilt dies fur rund ein
Drittel. és
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als einmal die Woche auf KI zuriick, im Alltag sind
es sogar 25%. Das bedeutet: Unter den Befragten
in Deutschland nutzen 49 bezichungsweise 54%
KI nicht einmal halbwegs regelmiflig. Gleichzei-
tig muss es darunter eine Schnittmenge geben mit
jenen, die sich selbst mindestens gute KI-Kennt-
nisse bescheinigen.

Diese Ergebnisse passen zu dem, was Wissen-
schaftler seit Jahren behaupten: In Studien findet
sich keine ausgeprigte Technikskepsis in Deutsch-
land, jedenfalls nicht ausgeprigter als in anderen
Lindern.

ie Ergebnisse gehen auch mit den hohen Nut-
zungszahlen des KI-Chatbots ChatGPT

zusammen. Deutschland i§t nimlich das
Land in Europa, in dem die meisten Menschen
ChatGPT nutzen. Weltweit landet die Bundesre-
publik sogar unter den Top-drei-Lindern mit der
hochsten Nutzung,

Besonders positive Effekte durch KI erwarten
die in Deutschland Befragten im Gesundheitswe-
sen und in der Medizin. Fast zwei Drittel sehen
dort Potenzial. Man beachte: das ist ein Bereich,
in dem KI schon einige groffe Durchbriiche hatte.

So gilt Googles System AlphaFold als Parade-
beispiel dafur, wie KI komplexe biologische Pro-
zesse berechnen kann, fur die Menschen Jahre
brauchen wiirden. Woméglich hat der Chemi-
enobelpreis fur die Forscher hinter AlphaFold
diese Erkenntnis auch ins offentliche Bewusstsein
geriicke.

In einer Forsa-Umfrage im Auftrag des TUV-
Verbandes gaben kiirzlich 45% der Befragten an,
KI mindestens einmal wochentlich zu verwenden,
ahnlich viele wie in der YouGov-Umfrage (41%).
2
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Meinungsforscher YouGov

ouGov it ein britisches Markt- und Mei-
Ynungsforschungsinﬁitut, das internatio-

nal titig ist. In 2000 griindeten Stephan
Shakespeare und Nadhim Zahawi, der seit
2010 Mitglied des House of Commons fur die
Conservative Party ist, YouGov. In den folgen-
den Jahren hat YouGov bei seiner politischen
Meinungs- und Wahlforschung eine Technik
angewendet, die als Multi-Level-Regression
mit Pogtstratifikation (MRP) bekannt ist. Auf
diese Weise hat das Unternehmen das Ergebnis
der britischen Parlamentswahlen 2017 genau
vorhergesagt.

Wihrend der Corona-Pandemie befragte das
Unternehmen Menschen in 26 Lindern, um
die Meinung zu den Auswirkungen der Pande-
mie und zu den von der Regierung erlassenen
Mafinahmen zur Pandemie-Bekimpfung zu
eruieren.

Ab August 2023 war Steve Hatch CEO des
Unternehmens. Hatch l6ste den YouGov-Mit-
begriinder Stephan Shakespeare ab. Im Juli
2023 wurde bekannt, dass das Unternehmen
beabsichtigte, das Nirnberger GFK-Consumer-
Panel fir 325 Mio. Euro zu kaufen. Das GfK
Consumer-Panel umfasst iiber 100.000 Haus-
halte mit Panelsin 16 europiischen Landern. Im
Januar 2024 vollzog YouGov die Ubernahme.

Die grofiten Aktionire sind die Investment
gesellschaften Abrdn, Liontrust Asset Manage-
ment, BlackRock, O&opus Investments, T
Rowe Price Global Investments und Brown
Capital Management. Die Firma Balshore
Investments, hielt 42,5 % der Aktien, die 2018
fur geschitzte 27 Millionen Pfund verkauft
wurden.

Tochterunternehmen YouGov Deutschland
GmbH hat Sitz in K6ln. YouGov CP Germany
GmbH hat Sitz in Nirnberg. éo
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Welche Altersgruppen
unterstiutzen KI am starksten?

m starksten unterstiitzen-und

nutzen - Kl weltweit die jiingeren

Generationen (Gen Z und Mill-

ennials), wahrend Zustim-

mung und Nutzung mit zuneh-
mendem Alter deutlich abnehmen.

nternationale Umfragen (Ipsos Global Views

on Al, Al Monitor) zeigen, dass Zustimmung

und Vertrauen in KI bei Gen Z und Millenni-
als im Schnitt um mindestens 20 Prozentpunkte
hoher liegen als bei Boomer-Jahrgingen.

Jiingere Generationen geben auch deutlich hiu-
figer an, KI zu vertrauen, Datenweitergabe cher
zu akzeptieren und erwarten stirker, dass KI ihr
Leben positiv verandern wird.

Nutzungsdaten belegen diese Haltung: 18- bis
25-Jahrige haben die hochsten wochentlichen Nut-
zungsraten von Kl-Tools; bei IT-Professionals
liegt die regelmiflige Nutzung in dieser Alters-
gruppe bei rund drei Vierteln und sinkt mit jedem
Altersband.

Global zeigen Statistiken, dass Gen Z und Mil-
lennials sowohl ihr KI-Wissen als auch ihre Lern-
bereitschaft deutlich hoher einschitzen als Altere.

Kurziiberblick nach Altersgruppen

Beispiel Deutschland

Fir Deutschland zeigen aktuelle Studien, dass
vor allem 16- bis 29-Jahrige Generative KI fast fla-
chendeckend ausprobieren: In der Gruppe 16-19
Jahre nutzen fast alle (rund 95 %) generative KI,
bei 6o- bis 69-Jahrigen liegt der Anteil nur gut im
»~High-Teens“Bereich. Auch andere Erhebungen
bestitigen: Gen Z ist die aktiv§te Nutzergruppe,
wihrend ab so+ die aktive KI-Nutzung und auch
die positive Einstellung stark zuriickgeht.

1. https://trendreport.de/wp-content/uploads/2023/07/Ipsos-Global-
AI-2023-Report_0.pdf

2. https://www.ipsos-comcon.ru/sites/default/files/ct/publication/
documents/2024-07/2024-06-Ipsos-AI-Monitor-2024_0.pdf

3. https://leibniz-hbi.de/en/hbi-news/pressinfo/use-and-perception-
of-generative-ai-for-searching-information-in-germany/

4. https://www.ipsos.com/sites/default/files/ct/news/
documents/2023-07/Ipsos Global AI 2023 Report-WEB_O.pdf

5. https://www.ipsos.com/sites/default/files/ct/news/
documents/2023-07/Ipsos - Global Views on AI 2023 - Press Release.
pdf

6. https://www.statista.com/statistics/1450290/weekly-ai-tool-usage-
age-rangeweekly-ai-tool-usage-age-range/

Altersgruppe / Generation Typische Haltung zu KI

Nutzung / Engagement

Gen Z (ca. <25)
groRte Lernbereitschaft.

Am starksten positiv, groRtes Vertrauen und

Mit Abstand hochste KI-Nutzungsraten, teils >90 %
schon in Kontakt mit generativer KI.

Millennials (ca. 25-40)
auch Job-Risiken.

Uberwiegend positiv, sehen viele Chancen, aber

Hohe regelmdRige Nutzung, insbesondere im Beruf
und Studium.

Gen X (ca. 40-55)

Gemischter, Chancen/Risiken etwa ausgeglichen.

Mittlere Nutzung; viele haben KI ausprobiert, aber
weniger Routineeinsatz.

Boomers (ca. 55+)

Zustimmungswerte.

Am skeptischsten, niedrigste Vertrauens- und

Geringste Nutzung, groRe Nicht-Nutzer-Gruppe.
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OpenAl baut ChatGPT;
100 Mio. Nutzer

penAlist vor allem bekannt fiir

die Entwicklung der generativen

vortrainierten Transformer (GPT) -

auch generative kiinstliche Intel-

ligenz (kurz: GenAl) bezeichnet -
und der daraus abgeleiteten Softwarepro-
dukte wie ChatGPT oder DALL-E.

er weltweite KI-Boom begann vor allem mit
D der Firma OpenAl. Thr berihmter Chat

bot ChatGPT ist, vereinfacht gesagt, ein
Computerprogramm, das einen hochintelligenten
menschliche Gesprachspartner simuliert.

Ob fir den Beruf, die Urlaubsplanung oder als
Hilfe im Alltag: Heute verwenden wochentlich
etwa 8oo Millionen Nutzer, darunter auch viele
Firmen, die KI-Anwendung,

Dass die Anwendung so erfolgreich wurde,
damit habe er nicht gerechnet, so ChatGPT-Chef
Nick Turley in einem Interview. Man habe zum
Start eigentlich nur einen Prototypen herausbrin-
gen wollen, den die Leute hitten ausprobieren
konnen.

Dass so viele Menschen die KI-Anwendung so
schnell nutzen wiirden, sei nicht eingeplant gewe-
sen. Mittlerweile it Microsoft als Groflinvestor
bei OpenAl eingestiegen.

In 2022 wurde der Chatbot ChatGPT (basie-
rend auf GPT=3.5) veroffentlicht. Diese Anwendung
erreichte im Januar 2023 eine Million aktive Nut-
zer und wurde damit zu dem am schnellsten wach-
senden Verbraucherprodukt der Geschichte.
Damit war ChatGPT die am schnellsten wach-
sende Plattform aller Zeiten.

Der Griindung von OpenAl in 2015 — also vor
10 Jahren — ging eine lange Debatte um die Risi-

Grundung: 2015 / Sitz: San Francisco, USA
CEOQO: Sam Altman / Mitarbeiter: 3000 (2025)
Umsatz: 3,7 Mrd. USD (2024)

Website: openai.de. OpenAl Inc. it ein US-

amerikanisches Softwareunternehmen, das sich

seit 2015 mit der Erforschung von KI beschif-
tigt. Anfinglich war das Ziel von OpenAl,
KT auf Open-Source-Basis zu entwickeln. Das
Unternehmen war anfangs eine gemeinnutzige
Organisation ohne Gewinnerzielungsabsicht.
2019 wurde die gewinnorientierte Tochterge-
sellschaft OpenAI Global, LLC gegriindet, in
der Microsoft grofSter Investor ist. Die nicht
gewinnorientierte Open AI Foundation hilt
einen Anteil von rund 26% an OpenAl Global
LLC.

Gegrindet wurde OpenAl von einer Gruppe
von KI- und [T-Experten, darunter als bekann-
teste Personen Sam Altman (zuvor unter ande-
rem bei Y Combinator titig), Greg Brockman,
der Multiunternechmer Elon Musk und Ilya
Sutskever, ein chemaliger Experte von Google
fir Maschinelles Lernen. é&
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Elon Musk

ken von KI voraus. Die Wissenschaftler Stephen
Hawking und Stuart Jonathan Russell warn-
ten, wenn KI kiinftig sich selbst verbessern konne,
drohe eine “Explosion der Intelligenz”.

Um Risiken wie diesen bei der Entwicklung
von KI entgegenzutreten, wurde OpenAl, Inc.
als Open-Source-Non-Profit-Organisation in der
Rechtsform einer Public Charity konzipiert.

Dies sollte die Unabhingigkeit der Organisa-
tion gegeniiber Geldgebern und deren Interessen
sicherstellen. Fiir die Forschung sollte der Frei-
raum geschaften werden, sich auf lange Sicht posi-
tiv auf die Gesellschaft auswirken zu konnen.

er Vorstand von OpenAl sagte 2015, KI sei
D cine Erweiterung des individuellen mensch-

lichen Willens. Damit sollte diese Techno-
logie auch flichendeckend verfigbar und jedem
Menschen im gleichen Mafle zuginglich sein.

Das erklarte Fernziel von OpenAl ist die Ent-
wicklung einer kiinstlichen allgemeinen Intelli-
genz (Artificial General Intelligence (AGI)),
einer fortgeschrittenen Form der KI. Ein Uber-
treffen der menschlichen Intelligenz durch das auf
mehrere Jahrzehnte konzipierte Projekt OpenAl

Seite 10

10 Jahre OpenAl — ChatGPT
hat einiges verdandert

Vor ziemlich genau zehn Jahren ist OpenAl
als gemeinniitziges Forschungslabor gestar-
tet. Heute kennen sehr viele Leute das US-
amerikanische Unternehmen als Anbieter von
ChatGPT.

Am 11. Dezember 2015 griindeten Sam Ale-
man, Elon Musk und andere Investoren in San
Francisco das Unternehmen OpenAl. Die Ziel-
setzung wurde folgendermassen formuliert:
OpenAl wolle auf transparente Weise KI-For-
schung zum Wohle der Menschheit betreiben
und nicht in den Hinden weniger Tech-Kon-
zerne landen.

Die ersten Jahre waren geprigt von wissen-
schaftlichen Papieren, anspruchsvollen Experi-
menten mit Neuronalen Netzen und Grundla-
genforschung. és

ist fur den Vorsitzenden des Unternehmens, Sam
Altman, jedenfalls denkbar.

Vishal Sikka, 2014 bis 2017 Vors§tandsvorsitzen-
der von Infosys, schrieb 2015, es sei wichtig, dass
die OpenAl-Forschung ,the greater good® — das
Wohl der Allgemeinheit — angtrebe.

OpenAl profitierte anfangs so sehr von seinen
guten Absichten und dem Image, dass es trotz
schlechterer Gehilter im Vergleich zu anderen KI-
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Entwicklern wie Google oder Facebook zahlreiche
Top-Entwickler fur sich gewinnen konnte.

Trotz dieser Unterschiede in der Bezahlung
wechselte etwa Sutskever von Google zu OpenAl
Der Forscher Wojciech Zaremba lehnte demnach
Angebote von Firmen ab, die ihm das Zwei- bis
Dreifache als Gehalt angeboten hitten, um sich
stattdessen OpenAl anzuschliefSen.

Nachdem die bis 2019 durch Spenden erworbe-
nen finanziellen Mittel nur etwa 130 Millionen US-
Dollar erreichten und nicht mehr fur die Weiter-
entwicklung der Organisation ausreichten, wurde
die gewinnorientierte Tochterfirma OpenAl Glo-
bal, LLC gegriindet.

OpenAl, Inc., weiterhin eine Nonprofit-Orga-
nisation, bt volle Kontrollrechte tiber die Toch-
terfirma aus und erhile deren allfillig tiberschiis-
sige Ertrage. OpenAl Global verdient Geld mit
Software-Produkten.

Die bekannteste Software ist ChatGPT Plus,
ein Abonnementservice fiir ChatGPT, der den
zahlenden Nutzern Privilegien und Zusatzfunktio-
nen gegeniiber nichtzahlenden Nutzern einrdumt.

ichtiger Geldgeber und grofiter Einzelak-

‘ / \ / tionar von OpenAl Global ist Microsoft;

Microsoft ist jedoch nur nicht-stimm-

berechtigter Beobachter im Verwaltungsrat von

OpenAl und hat keinerlei Kontrollrechte in Ope-
nAl Global.

Hatte Microsoft bereits in 2019 und 2021 jeweils
eine Milliarde US-Dollar in OpenAI Global inves-
tiert, sicherte sich das Unternehmen im Januar
2023 fiir ein weiteres Investment in Hohe von zehn
Milliarden US-Dollar die Dienste von OpenAl
zur Implementierung von deren Algorithmen und
Produkten in eigene Microsoft-Produkete.

penAl benétigte die Finanzierung sowie
O das Cloud-Computing (=Microsoft Azure)

und Supercomputer von Microsoft, um die
cigenen Programme betreiben zu kdnnen, bzw. die
durch die eigenen Programme anfallenden riesigen
Datenmengen zu verarbeiten sowie die eigene For-
schung voranzutreiben.
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Im Februar 2018 verlief§ Elon Musk die Leitung
von OpenAl, um Interessenkonflikte mit Teslas
Entwicklungen zu vermeiden. Er blieb weiterhin
Spender und Berater der Organisation. Sam Alt-
man fungiert als CEO und wurde zum Gesicht
von OpenAl Brockman war als CTO und spater
als Vorsitzender des Aufsichtsrats und Prisident
tatig.

ass ein Risiko mit der Entwicklung und dem
D Voranbringen von KI einhergehe, bestritt

Elon Musk in einem Interview im Jahr 2015
nicht. Wichtig sei, KI moglichst vielen Menschen
zur Verfugung zu stellen, damit nicht ein kleiner
Teil die Vorteile der KI allein fir sich beanspru-
chen konne. Das sei die beste Verteidigung gegen
missbrauchliche Verwendung von KI-Systemen.

Die urspriingliche Strategie von Musk und Alt-
man, das Risiko der Schadensverursachung durch
KI durch Open-Source-KI fiir jedermann zu redu-
zieren, war in der Community umstritten.

Musk kritisierte 2023 die Gewinnorientierung
von OpenAl Global, LLC, indem er eine Kon-
versation von ChatGPT mit einem unbekannten
Nutzer veroffentlichte, in dem die KI nach Ein-
gabe bestimmter suggestiver Elemente und Fragen
die Grindung eines profitorientierten Subunter-
nehmens unter der Schirmherrschaft einer Non-
Profit-Organisation als ,,hoch unethisch und ille-
gal“ bezeichnete.

Jingere KI-Modelle sind weitgehend proprietir
und nicht mehr offen dokumentiert, was wiede-
rum Kritik hervorgerufen und Fragen der Macht-
konzentration und Transparenz aufgeworfen hat.
Das Unternehmen ist jetzt ein gewinnorientier-
tes Unternehmen, das Open Innovation lediglich
zur Einbindung fremder Open-Source-Erzeug-
nisse nutze. Im Oktober 2024 warf OpenAl-Inge-
nieur Suchir Balaji dem Unternehmen offent
lich vor, mit seinen Sprachmodellen und deren
Anwendungen gegen das US-Urheberrecht zu ver-
stoflen. Diese verwendeten neben urheberrechtlich
geschiitzte Trainingsdaten auch die Technologie
anderer Unternehmen. é®
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Gemini 3 Pro sprengt
Googles Kapazitaten

oogle war im KI-Rennen lange
abgeschlagen. Doch mit Gemini
3 Pro hat der US-amerikani-
sche Tech-Riese nun ein Modell
entwickelt, das ChatGPT und
andere in wichtigen Tests libertrifft.

emini 3.0 ist die neueste und leistungs-
G stirkste Familie von Large Language
Models (LLMs), die von Google Deep-

Mind entwickelt wurde. Es stellt einen bedeu-

tenden Sprung nach vorne im Bereich der KI dar.

Hauptmerkmale und Innovationen:

o State-of-the-Art-Logik (Reasoning): Gemini
3.0 ist darauf ausgelegt, komplexe und
mehrschichtige Probleme mit Tiefe und
Nuanciertheit zu analysieren und zu losen. Es
versteht subtile Hinweise und Benutzerab-
sichten besser als seine Vorginger.

e Multimodale Fihigkeiten: Gemini kann Text,
Bilder, Video, Audio und Code gleichzeitig
verarbeiten und interpretieren.

o Agentic Capabilities (Agenten-Fahigkeiten):
Das Modell verfugt iiber verbesserte Fahig-
keiten im Umgang mit Tools und kann
komplexe, mehrstufige Aufgaben autonom
planen und ausfiithren.

Verfiigbare Modelle:

e Gemini 3 Pro: Das erste Modell dieser
Familie, das fur Entwickler und Nutzer von
Google Al Pro und Ultra Abonnements
verfugbar gemacht wurde.

e Gemini 3 Deep Think: Ein erweiterter
Logik-Modus (Enhanced Reasoning Mode)

fur die komplexesten Herausforderungen.

» Gemini

Sind die Chips
entscheidend?

emini 3 Pro sorgt aus einem weiteren
G Grund fur Aufsehen: Anders als die

meisten Produkte der Konkurrenz it
Gemini nicht auf Grafikprozessoren (GPUs)
der Halbleiterfirma Nvidia entstanden, son-
dern wurde von Google auf Chips aus Eigen-
produktion trainiert.

ie sogenannten Tensor Processing
D Units (TPUs) entwickelt Google schon

langer, doch nun wichst das Interesse
auch bei anderen Tech-Firmen. Meta soll in
Gesprichen tiber den Kauf von Googles Chips
stecken. Anthropic kiindigte an, Googles Chip-
Technologie stirker nutzen zu wollen.

Der Unterschied zu den dominierenden
Chips von Nvidia ist folgender: Wihrend Nvi-
dia Grafikprozessoren universell einsetzbar
sind und grofle Rechenleistung fiir verschie-
denste Aufgaben bieten, sind Googles Chips
fur spezifische Zwecke optimiert.

Ob das reicht, um Nvidias Dominanz im
Halbleitersektor zu brechen, wird sich zeigen.
Nvidia liefert Chips, aber auch komplette Tech-

nologie-Pakete fiir Rechenzentren samt Soft-

Fortsetzung nachste Seite
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oogles neue Modelle Gemini 3 Pro und
G Nano Banana Pro becindrucken mit
Geschwindigkeit und Prazision.

Fur die Nutzer wird der Erfolg des Gemini 3
Pro-Modells sogar zum Problem. ChatGPT hat
mittlerweile circa 8oo Millionen wochentlich
aktive Nutzer, Googles Gemini kommt auf 650
Millionen monatliche Nutzer.

Nun indert sich Einiges. Googles neue KI
Gemini 3 Pro fihre in wichtigen Leistungstests
vor Konkurrenten wie ChatGPT, Anthropics
Claude oder xAIs Grok.

Uber eine Million Menschen probierten Gemini
3 nach dessen Veroffentlichung. Doch dieser
Ansturm brachte Google an technische Grenzen.
Wegen der sehr hohen Nachfrage musste Google
die kostenlosen Nutzungslimits einschrinken.
Nutzer ohne kostenpflichtiges Abo erhalten nur
noch eingeschrinkten Zugang mit taglich wech-
selnden Limits.

Der Bild-Generator Nano Banana Pro ist auch
betroffen — $tatt drei sind es nun nur noch zwei
Bilder pro Tag kostenlos. Googles Recherchetool
NotebookLM kiampft auch mit Kapazititsengpis-
sen. Wann die urspriinglichen Gratis-Kontingente
wiederhergestellt werden, ist unklar. Der Erfolg
scheint Google selbst iiberrascht zu haben.

Google integriert Gemini 3.0 in sein gesamtes
Okosystem:

e Google-Apps: Es wird in die Gemini App
sowie in den AI Mode in der Google Suche
integriert.

e Entwickler: Uber die Gemini API in Al
Studio und Vertex Al konnen Entwickler die
neuen Funktionen fir eigene Anwendungen
nutzen.

e Gemini 3.0 zielt darauf ab, die Grenzen der
KI-Intelligenz weiter zu verschieben und
eine direkte Alternative zu den fithrenden
Modellen anderer Anbieter zu bieten. é®
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ware, die es Entwicklern erleichtert, ihre Pro-
gramme optimal auf die Chips abzustimmen.

Auch Google selbst nutzt weiterhin Nvidia-
Chips. Dennoch zeigt das wachsende Interesse
an Googles TPUs: Tech-Firmen wollen ihre
Abhingigkeit von einem einzigen Anbieter ver-
ringern. é®

echnisch unterscheidet sich  Google
T Gemini 3 deutlich von OpenAls GPT-s,
vorallemindenBereichen Multimodalitat,
Kontextfenster und Anwendungsschwerpunke.

Multimodalitat

Gemini 3 bietet native multimodale Fihig-
keiten: Text, Bilder, Audio und Video konnen
gleichzeitig verarbeitet werden, wihrend GPI-s
weiterhin multimodal arbeitet, aber oft weniger
tief integriert und mehr auf textbasierte Aufga-
ben optimiert ist.

Gemini 3 erzielt herausragende Werte bei
Bild- und Videobenchmarks sowie im Bereich
wissenschaftliches und  mathematisches

Schlussfolgern.

Kontextfenster und Geschwindigkeit

Gemini 3 unterstiitzt ein extrem grofSes
Kontextfenster von bis zu 1 Million Tokens.
Das ermoglicht die Verarbeitung kompletter
Biicher, Dokumente oder ganzer Codebasen in
einer Eingabe. GP'T-s liegt mit maximal 128.000
bis ~196.000 Tokens deutlich darunter.

In pun&to Geschwindigkeit liefert Gemini 3
bis zu 130 Tokens pro Sekunde und it beson-
ders fur interaktive Anwendungen mit hohem
Aufkommen optimiert.

Agenten und Entwicklerfeatures

Gemini 3 ist eng mit Googles Productsuite
(Google Workspace, Gemini App, Vertex Al
usw.) verzahnt und bietet spezielle Features
wie Agenten-Workflows, grofie Artefakte und
Tools fiir Entwickler. éo
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Wie nutzt man Nano Banana®

ano Bananaist ein KI-Modell von
Google, basierend auf Gemini 2.5
Flash Image (und Pro-Varianten), das
fiir ultraschnelle Bildgenerierung
und -bearbeitung optimiert wurde.

ild-zu-Bild-Generierung: Nano Banana
ermdglicht prizise Anderungen an hochge-
ladenen Bilder durch Prompts fir Outfit-
Anpassungen, Hintergrundwechsel oder Stil-
iibertragungen, und liefert Ergebnisse in Sekun-
den mit hoher Konsistenz.

Wie vorgehen? Greifen Sie kostenlos iiber
Google AI Studio (aistudio.google.com) oder
Gemini (gemini.google.com) auf Nano Banana
zu, indem Sie ein Google-Konto verwenden und
im Modell-Menii “Nano Banana” oder “Gemini
2.5 Flash Image” auswihlen.

Fir erweiterte Features nutzen Sie Clients wie
LobeHub, Enhancor.ai oder FlowHunt, die Batch-
Verarbeitung und Verliufe bieten.

Stellen Sie einen modernen Browser (Chrome
empfohlen) und stabile Internetverbindung sicher;
laden Sie Referenzbilder hoch, bevor Sie Prompts

eingeben.

Schritt-fiir-Schritt-Anleitung

e Bild hochladen: Klicken Sie auf “Upload”
und wihlen Sie ein klares, hochauflosendes Foto
(z. B. Selfie oder Produktbild); vermeiden Sie urhe-
berrechtlich geschiitztes Material.

o Prompterstellen: Verwenden Sie die Strukeur
“Aktion + Thema + Stil + Umgebung + Details”,
z.B.: “Bearbeite dieses Selfie: Wechsle Outfit zu
rotem Abendkleid, Hintergrund in tropisches
Paradies, fotorealistisch, weiches Bokeh-Licht”.

e Generieren: Klicken Sie “Generieren”, wih-
len Sie Varianten (1—4) und warten Sie 1—2 Sekun-
den; iterieren Sie mit Folgeprompts wie “Behalte

Gesicht bei, fiige Ohrringe hinzu”.

o Verfeinern und exportieren: Nutzen Sie Ups-
caler fur hohere Auﬂésung oder integrieren Sie in

Photoshop via Plugins.

Erweiterte Tipps und Best Practices

e Konsistenz erreichen: Erstellen Sie ein Refe-
renzblatt mit Gesicht/Outfit-Bildern und wieder-
holen Sie Deskriptoren; §pezifizieren Sie “fiinf Fin-
ger pro Hand, natiirliche Pose” gegen Artefakte.

e Prompt-Optimierung: Beginnen Sie einfach,
dann iterieren (z. B. “Mehr Kontragt, dramatisches
Licht”); fir Stile: “Anime”, “Vektor”, “filmisches
Cyberpunk”.

o Use-Cases: Ideal fiir Social-Media, Produkt-
Mockups, Charakter-Serien oder Retuschen; kom-
binieren Sie es mit Tools wie Midjourney fur
Feinschliff.

o Hiufige Fehler vermeiden: Keine wider-
spriichlichen Anweisungen, testen Sie Variationen
und passen Sie Beleuchtung/Farben explizit an.

1. hteps://$torys21.com/de/blog/how-to-use-nano-banana

2. heeps://lobehub.com/de/blog/

how-to-use-nano-banana-ai-best-clients-guide

3. hteps://www.glbgpt.com/hub/de/

how-to-use-nano-banana-pro/

4. hteps://www.flowhunt.io/de/blog/

how-to-use-nano-banana-ai-studio-flowhunt/

5. hetps://www.cometapi.com/de/ultimate-guide-to-nano-
banana-how-to-use-and-prompt-for-best/
6. https://www.iweaver.ai/de/blog/nano-banana-guide/

7. https://tech-now.io/blog/nano-banana-trend-2025-was-ist-
der-virale-3d-figuren-hype-und-wie-kann-man-kostenlos-
eine-solche-figur-erstellen

8. https://www.ai-imagelab.de/
nano-banana-hacks-tipps-und-tricks/

9. https://gemini.google/de/overview/
image-generation/?hl=de
10. https://www.youtube.com/watch?v=Fiebq_FjzUI

11. hteps://www.reddit.com/r/Bard/comments/in3wnzyo/
official_nanobanana_prompting_guide_and/
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Flux generiert schone Bilder

luxist eine deutsche KI-Anwen-

dung, dieinder Lageist, aus Textbe-

schreibungen Bilder zu erschaffen.

Das Programm wurde vom deutschen

Startup Black Forest Labs Inc. mit
Sitzin Freiburg im Breisgau entwickelt.

basiert auf einer hybriden Architektur, die

F lux ist eine Text-zu-Bild Modellfamilie. Sie

multimodale und parallele Diffusion-Trans-

former-Blocke kombiniert (Stable Diffusion (Seite
)

Das KI-Tool von Black Forest Labs steht kos-
tenlos in drei Varianten (pro/dev/schnell) zur Ver-
fugung. Wie die meisten anderen KI-Bildtools
lasst es sich mit Prompts bedienen.

Beim sogenannten ELO-Score, der die Leis-
tungsfahigkeit von KI-Systemen bewertet, schnitt
Flux.1 Mitte 202 4 besser ab als die Bildgeneratoren
DALL-E 3 von OpenAl und Midjourney.

Die Software steht aufgrund sehr realititsna-
her KI-Bilder unter massiver Kritik. Darstellun-
gen reichten laut Medienberichten von einem mit
Waffen posierenden Donald Trump bis hin zu ver-
$torenden Szenen, was Diskussionen tiber die ethi-
schen Implikationen der Technologie ausloste.

Medienberichten zufolge wurde das soziale
Netzwerk X nach Veréffentlichung des KI-Tools
mit Flux.1-generierten Bildern tiberflutet.

Black Forest Labs macht keine Angaben zu
den verwendeten Trainingsdaten. Ars Technica
vermutet, dass Flux.1 auf einer grof$en, nicht auto-
risierten Sammlung von Internetbildern basiert,
eine umstrittene Praxis mit moglichen rechtlichen
Konsequenzen. é&

Eine indische Schauspielerin tragt einen gelben Sari
in einem roten Raum, vor ihr stehen 3 Kisten. Bild
mit Flux generiert.
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Bilder mit Stable Diffusion
generieren

table Diffusionist ein Deep-Learning

Bild-Generator. Diese Open-Source-

Software wird zur Generierung detail-

lierter Bilder auf der Grundlage von

Textbeschreibungen verwendet,
kann aber auch fiir Aufgaben wie Inpain-
ting, Outpainting und die Erzeugung von
Bild-zu-Bild-Ubersetzungen auf der Grund-
lage eines Prompts eingesetzt werden.

table Diffusion von Stability AI verwen-
S det ein latentes Diffusionsmodell als Variante

eines tiefen generativen Neuronalen Netzes,
das von der CompVis-Gruppe um Bjorn Ommer
an der LMU Miinchen in Zusammenarbeit von
Stability AI, CompVis LMU und Runway mit
Unterstiitzung von EleutherAlI und LAION ent-
wickelt wurde.

Stable Diffusion generiert Bilder, indem es ite-
rativ zufalliges Rauschen entschirft, bis eine kon-
figurierte Anzahl von Schritten erreicht ist. Dabei
wird es von dem CLIP-Textencoder, der vorab auf
Konzepte trainiert wurde, sowie dem Aufmerk-
samkeitsmechanismus angeleitet. Das Ergebnis ist
das vom Nutzer gewiinschte Bild, das eine Darstel-
lung des trainierten Konzepts zeigt.

Stable Diffusion wurde anhand von Bild- und
Beschriftungspaaren aus LAION-sB trainiert,
einem oOffentlich zuginglichen Datensatz, der aus
»,Common Crawl“Daten aus dem Internet abge-
leitet wurde.

Dabei wurden s Milliarden Bild-Text-Paare
auf der Grundlage ihrer Sprache, Auflésung und
»asthetischer” Bewertung (z. B. subjektive visuelle
Qualitdt) in separate Datensitze gefiltert.

Ein von Stable Diffusion generiertes Bild — mit dem
Prompt: , A photograph of an astronaut riding a horse”

m Oktober 2022 erhielt Stability Al in einer
I von Lightspeed Venture Partners und Coa-

tue Management angefithrten Finanzie-
rungsrunde 101 Millionen US-Dollar. Stability
Al ist ein KI-Unternehmen, welches im UK im
Jahr 2022 gegriindet wurde.

Online: stability.ai.

er Datensatz wurde von LAION erstellt,
einer gemeinniitzigen Organisation, die von

Stability AI finanziert wird. Eine von Drit-

ten durchgefiihrte Analyse der Trainingsdaten des
Modells ergab, dass von einer kleineren Teilmenge
von 12 Millionen Bildern aus dem urspriinglich ver-
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wendeten groferen Datensatz etwa 47% der Bilder
von 100 verschiedenen Domains stammten, wobei
Pinterest 8,5% der Teilmenge ausmachte, gefolgt
von Websites wie WordPress, Blogger, Flickr, Devi-
antArt und Wikimedia Commons.

ine Recherche des Bayerischen Rundfunks
E zeigte, dass die Datensitze von LAION, die

auf Hugging Face liegen, grofle Mengen an
privaten und sensiblen Daten enthalten.

Aufgrund der Kritik von Kiinstlern, Fotogra-
fen und anderen Kreativen hat Stability Al 2024
fir Stable Cascade und Stable Diffusion 3 die
vom Verein Spawning geschaffene Moglichkeit fir
Kiinstler genutzt, ihre Werke von einem Training
auszuschlieffen. Ebenso wiren Daten von Institu-
tionen und Personen ausgeschlossen worden, die
Stability AI direke kontaktiert haben.

m Vergleich zu anderen kommerziellen Pro-
I dukten, die auf generativer KI beruhen, ist Sta-

ble Diffusion deutlich freiztigiger, was die Art
der Inhalte angeht, die die Nutzer erstellen dir-
fen, wie etwa gewalttitige oder sexuell eindeutige
Bilder.

Emad Mostaque, ex-CEQ von Stability Al ent-
gegnete den Bedenken, dass das Modell zu miss-
brauchlichen Zwecken eingesetzt werden konnte:
»Es liegt in der Verantwortung der Menschen, ob
sie diese Technologie auf ethische, moralische und
legale Weise einsetzen®, und dass die Technolo-
gie trotz moglicher negativer Folgen einen Netto-
nutzen bringen wiirde, wenn die Fihigkeiten von
Stable Diffusion der Offentlichkeit zuginglich
gemacht wiirden.

Dartiber hinaus argumentierte Mostaque, dass
die Absicht hinter der offenen Verfiigbarkeit von
Stable Diffusion darin besteht, die Kontrolle von
Unternehmen tiber solche Technologien zu been-
den, die bisher nur geschlossene KI-Systeme fiir
die Bildsynthese entwickelt haben.

ies spiegelt sich in der Tatsache wider, dass
D alle Beschrinkungen, die Stability AI fur
die von den Nutzern erzeugten Inhalte
auferlegt, aufgrund der Open-Source-Natur der
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Wichtige Eigenschaften
von Stable Diffusion

table Diffusion ist Open Source. Es ist lokal
S lauffahig auf Consumer GPUs, was Anpas-

sung, Fine-Tuning und Community-Oko-
system ermoglicht.

Unterstitzt Text-zu-Bild, Bild-zu-Bild und
Bildbearbeitung (z.B. Entfernen von Objekten).

table Diffusion beansprucht keine Rechte
S an den generierten Bildern und riumt den
Nutzern die Nutzungsrechte fiir alle gene-
rierten Bilder ein, vorausgesetzt, der Bildinhalt
ist nicht illegal oder schidlich fir Personen.
ie den Nutzern gewihrte Freiheit bei der
D Verwendung der Bilder hat zu einer Kon-
troverse tiber die Ethik des Eigentums
gefuhrt, da Stable Diffusion und andere gene-
rative Modelle anhand von urheberrechtlich
geschiitzten Bildern ohne die Zustimmung des
Eigentiimers trainiert werden.
a visuelle Stile und Kompositionen nicht
D dem Urheberrecht unterliegen, wird hiu-
fig die Auffassung vertreten, dass Benut-
zer von Stable Diffusion, die Bilder von Kunst-
werken generieren, nicht gegen das Urheber-
recht von visuell ahnlichen Werken verstofien.

Allerdings kénnen Personen, die in den gene-
rierten Bildern abgebildet sind, durch Person-
lichkeitsrechte geschiitzt sein, wenn ihr Kon-
terfei verwendet wird, und geistiges Eigentum
wie erkennbare Markenlogos bleiben weiterhin
durch das Urheberrecht geschiitzt.

Dennoch haben bildende Kiinstler ihre
Besorgnis dariiber geduflert, dass der weit ver-
breitete Einsatz von Bildsynthese-Software
wie Stable Diffusion dazu fithren konnte,
dass menschliche Kinstler sowie Fotografen,
Models, Kameraleute und Schauspieler allmih-
lich ihre kommerzielle Rentabilitit gegeniiber
KI-basierten Konkurrenten verlieren. és
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Lizenz, unter der Stable Diffusion veroffentlicht
wurde, leicht umgangen werden konnen.

Neuere Versionen wie Stable Diffusion 2 und
Stable Diffusion 3 sowie Stable Cascade wur-
den mit gefilterten Datensitzen trainiert, um die
Erstellung von sexuellen oder gewalttitigen Bil-
dern zu verhindern, eine Entscheidung, die in der
Open-Source-Community stark umstritten ist.

Im Juli 2023 stellte Stability AI MindEye
vor. Ein KI-Model, das mittels Stable Diffusion
und funktioneller Magnetresonanztomographie

(fMRI) bildhafte Erinnerungen von Probanden

rekonstruieren und auslesen kann.

Seite 18

Im Mairz 2024 veroffentlichte Med ARC Mind-
Eye2. Das verbesserte Model soll nach nur einer
Stunde Training mit Patientendaten Rekongtruk-
tionen in hoher Qualitit liefern.

Der Code und die Modellgewichte von Stable
Diffusion wurden veroffentlicht und konnen auf
vielen Consumer-Hardware-Systemen ausgefiihrt
werden, sofern diese mit einer GPU mit mindes-
tens 8 GB Grafiképeicher ausgestattet sind.

Die Verwendung auf weniger leistungsfahi-
ger Hardware bzw. ohne GPU-Beschleunigung
ist mittlerweile ebenfalls moglich, jedoch deut-
lich langsamer. Dieser offene Ansatz stellt eine
Abkehr von proprietiren Text-zu-Bild-Modellen
wie DALL-E und Midjourney dar, die nur iber
Cloud-Dienste zuginglich sind. és
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Die , Walder des Schwarzwaldes”

wurden mit Flux 1 generiert.

Flux, von Black Forest Labs

lack Forest Labs ist ein noch
junges, in Freiburg im Breisgau
verankertes Kl-Startup, das sich
auf generative Modelle fiir Bilder
und Videos spezialisiert hat.

I-Startup Black Forest Labs ist jetzt schon
3,25 Mrd. Dollar wert! Black Forest Labs aus
Freiburg ist keine zwei Jahre alt und schon
3,25 Mrd. Dollar wert. In Europa wird Black
Forest Labs oft zusammen mit dem franzosischen

Unternechmen Mistral als Beispiel dafiir gesehen,

dass eigenstiandige, konkurrenzfihige KI nicht nur
aus den USA oder aus China kommen miissen.
Black Forest Labs gilt inzwischen als eines
der wertvollsten deutschen KI-Unternehmen und
wird hiufig in einem Atemzug mit Unternehmen
wie OpenAl, Midjourney oder Runway genannt.
egritndetwurde Black Forest Labs 2024 von
Robin Rombach, Patrick Esser und Andreas
Blattmann, die zuvor mafigeblich an Stable
Diffusion bei Stability AI beteiligt waren.
Die technologische Basis kommt aus der Comp-
Vis-Forschungsgruppe rund um Bjorn Ommer
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(LMU/Heidelberg), aus der auch die Arbeiten zu
Latent Diffusion stammen.

Kernprodukt it die Flux-Modellfamilie (z.B.
Flux.1, Flux.2, Fluxs, ), Text-zu-Bild-Modelle, die
hohe Bildqualitit, gute Prompt-Ireue und Stil-
vielfalt liefern und teils offen lizenziert bereitge-
stelle werden. Black Forest Labs arbeitet an Folge-
produkten wie einem Videogenerator (intern als
SOTA angekiindigt), der Bild- und Videotechnik
weiterfithren soll.

Der jungen Freiburger Firma i$t mit dem KI-
Modell Flux 2 wieder ein Coup gelungen: Obwohl
Black Forest Labs nur etwa 5o Mitarbeitende hat,
kann das Modell mit Googles Bildgenerator Nano
Banana konkurrieren. Auch auf der KI-Entwick-
ler-Plattform Hugging Face gehoren die Modelle
von Black Forest Labs zu den beliebtesten.

as Startup verdient Geld iiber API-Zugrift,
D kundenspezifisch feinabgestimmte Modelle

(z.B. fur Marketing-Workflows) und Integ-
rationen in Produkte anderer Firmen.

Zu den Partnern zihlen u.a. grof§e Cloud- und
Tech-Unternehmen; Flux-Modelle sind etwa tiber
grofle Cloud-Plattformen und in Tools wie Prisen-
tations- oder Designsoftware eingebunden.

Steinzeitmenschen warmen sich an einem Feuer.
Bild mit Flux von Black Forest Labs generiert.
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Black
Forest Labs

Robin Rombach: Co-Griinder und CEO der Black Forest Labs.

Flux generiert besonders schone und genau gezeichnete Hinde.

Bereits sehr frith wurden zweistellige Millionen-
betrige von Investoren wie Andreessen Horowitz
eingeworben; spiter kamen weitere grofle Runden
hinzu, die das Unternehmen zum ,,Einhorn®“ mit
Milliardenbewertung machten. éa
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Mistral Al tres bien!

istral Al, ein junges franzosisches
Startup, hat mit seinen innova-
tiven Sprachmodellen die KI-Welt
im Sturm erobert und sich schnell
als ernstzunehmender Konkurrent
fiir etablierte Tech-Giganten positioniert.

istral Al steht in Europa; es ist ein fran-
‘ \ / | zosisches Softwareunternehmen, das sich

mit KI beschiftigt und unter den euro-
paischen Unternehmen der Branche fithrend im
Bereich Grofser Sprachmodelle ist.

Es it jung; es wurde im April 2023 von den For-
schern Arthur Mensch, Timothée Lacroix und
Guillaume Lample gegriindet, die zuvor bei Meza
und Google DeepMind beschiftigt waren.

Das Unternehmen sammelte im Oktober 2023
385 Millionen Euro oder rund 415 Millionen US-
Dollar Kapital von Investoren ein. Im Dezember
2023 erreichte es einen Wert von mehr als 2 Mil-
liarden US-Dollar, im Juni 2024 wurde der Wert
mit iiber 6 Milliarden US-Dollar angegeben.

Produkte

Die Firma Mistral Al entwickelt vor allem
Open-Source-Sprachmodelle. Die nacheinander
veroffentlichten Modelle Mistral 7B und Mixtral
8x7B wurden Ende 2023 unter Apache-2.0-Lizenz
freigegeben.

Insbesondere Mixtral §x7B galt im April 2024
als eines der besten Modelle, insbesondere unter
Open-Source-Modellen, und hat in Benchmarks
das verbreitete nichtfreie Modell GP13,s sowie das
Open-Source-Modell LLaMA 2 70B geschlagen.

Die beiden Open-Source-Modelle von Mistral
AI sind auch zum Download tiber Hugging Face

verfugbar und kénnen lokal genutzt werden.

Mistral AI SAS

Rechtsform: Société par actions simplifiée

Grundung: April 2023

Sitz: Paris, Frankreich

Leitung: Arthur Mensch (Griinder & CEO),
Guillaume Lample (Griinder & Chief Scientist),
Timothée Lacroix (Griinder & CTO).

Branche: Kunstliche Intelligenz

Website: mistral.ai

Uber den in der Europiischen Union gehoste-
ten Dienst La Plateforme bietet Mistral Al Open-
Source-Modelle wie Small 3 unter der freien Apa-
che-2.0-Lizenz an, als auch kommerziell vermark-
tete nichtfreie Modelle iiber API-Schnittstellen an.

Dabei handelt es sich um die Modelle Mistral
Medium und Mistral Large sowie Mistral Embed
als Embeddings API.

Von Mistral Large sagt das Unternchmen
selbst, dass es sich um das — zum damaligen Zeit-
punkt Anfang 2024 - nach GPT-4 zweitbeste
Sprachmodell der Welt handle, welches tiber eine
API verfugbar ist.

Mehrere Cloud-Computing-Plattformen stel-
len die Open-Source-Modelle zur Verfugung. Mis-
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tral Large ist zudem durch eine Partnerschaft auf
Microsoft Azure und bei Snowflake verfiigbar.
Der Chatbot Le Chat ist ein Werkzeug, wel-
ches an ChatGPT angelehnt ist. Im Hintergrund
werden dafiir die Modelle Mistral Small, Mist-
ral Large und ein sich in Entwicklung befinden-
des neues Modell Mistral Next genutzt. Ich habe
Le Char getestet und war mit dem Ergebnis recht

zufrieden!
Eine Besonderheit it die Funktion Flash-

Answers, mitderiiber1.000 Worterinder Sekunde,
und damit zehnmal schneller als KI-Chatbots

ol

wie ChatGPT,
generiert wer-
den  konnen.
Ein  weiterer
Unterschied:
Andersalsetwa
bei ChatGPT
haben  User
sogar in der kostenlosen Version Zugriff auf das

beste Modell von Mistral — wenn auch nur in limi-
tiertem Mafle.

Zu den spiter veroffentlichten Modellen geho-
ren auch Modelle fur $pezialisierte Einsatzzwe-
cke, z. B. das Modell Codestral 22B mit 22 Mil-
liarden Parametern fur die Generierung von
Programmcode.

Mistral Al entwickelt auch neuere Versionen in
den Produktlinien Large und Small (aktuell z.B.
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Arthur Mensch (Griinder & CEQ)

Large 2 mit 123 Milliarden Parametern; Stand:
September 2024). In Kooperation mit Nvipr4
wurde das 12-Milliarden-Parameter-Modell Mist-
ral NeMo entwickelt.

Mit Pixtral Large wurde zudem ein multimo-
dales Sprachmodell veroftentlicht, das ahnlich wie
GPT-40 auch Bilder verarbeiten kann. é&
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Eine KI, die intelligent genug ist den Turing-T

Talking Painting Alan Turing
Ein besonderes Highlight der Ausstellung ist das ,sprechende Gemalde” von Alan Turing.
Auf Basis eines historischen Fotos wurde der Mathematiker digital rekonstruiert
und mithilfe KI-Technologien ,,zum Leben erweckt”.

KI-Themeninseln in
Dauerausstellung

ird Kl unsere Kommunika-

tionsfahigkeit bereichern-

oder droht sie, unsere sozi-

alen Fahigkeiten zu schwa-

chen? In Frankfurt/M. werden
die Chancen und die Risiken von Kl fiir
unser Zusammenleben gezeigt.

it einem neuen Themenbereich in der Dau-

‘ \ / | erausstellung  ,Mediengeschichten neu
erzahlt” greift das Museum fiir Kommu-
nikation in Frankfurt/M. diese Zukunftsfrage
auf und veranschaulicht mittels interaktiver Stati-

onen und ausgewéihlter Exponate, wie ein verant-

wortungsvoller Umgang mit der KI-Technologie
gelingen kann.

Highlight-Objekte aus der Sammlung verdeut-
lichen Entwicklungen aus fast 100 Jahren; sie zei-
gen, dass die Vermenschlichung von Maschinen
eine lange Tradition hat.

Von der sogenannten ,,Eisernen Jungtrau® einer
in den 1930er von der Reichspost eingefithrten,
automatisierten Telefon-Zeitansage, tiber den ers-
ten Chatbot ,ELIZA® (1966) bis hin zum huma-
noiden Roboter ,Romi“ (2025) konnen Besucher
technologische Evolutionen und ihre gesellschaft-
lichen Auswirkungen nachvollziehen.

Das interaktive ,,sprechende Gemilde® von Alan
Turing wurde eigens fiir den Bereich entwickel.

Die Themeninsel ,Bezichungskisten® widmet
sich der Vermenschlichung von Maschinen in einer
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Welt, in der KI-Systeme zunehmend als (soziale)
Akteure und Kommunikationspartner akzeptiert
werden.

(Dieses Phinomen hat eine lange Tradition.
Ansagedienste, sprechende Spielzeuge oder digi-
tale Haustiere zeigen im Verlauf des 20. Und fri-
hen 21. Jahrhunderts eine Anniherung zwischen
Mensch und Maschine.)

Diese reift im digitalen Zeitalter zu einer engen
emotionalen bis hin zur romantischen Bezichung
heran. Rund um die Uhr erreichbar, sind KI-Beglei-
ter so programmiert, dass sie stets verstindnisvoll
antworten. Die ausgestellten und abgebildeten KI-
Systeme sind gleichermaflen Geschiftsmodell und
ein Mittel gegen soziale Isolation.

Arbeitende Roboter —
Konkurrenz oder Vorteil?

umanoide Roboter ahmen den menschli-
H chen Koérper und seine Bewegungen nach.

Forschende entwickeln KI-Algorithmen
mit denen diese Roboter ihre Umwelt erkennen
und auf sie reagieren konnen. Technische Fort-
schritte und sinkende Produktionskosten machen
Serviceroboter zunehmend alltagstauglich.

Der Hoftnung, mit KI in Haushalt, Industrie,
Service- und Pflegeberufen Personalmangel aus-
gleichen zu konnen, steht die Angst vor dem Ver-
lust von Arbeitéplitzen gegentiber.

Je starker KI in physische Systeme wie Robo-
ter integriert wird, desto wichtiger werden recht-
liche Leitplanken. Der Schutz des Menschen und
gleichzeitig Freiraum fur Innovationen in Wirt-
schaft und Wissenschaft stellen die Gesellschaft
vor Herausforderungen.

In einer interaktiven Station konnen Besu-
chende ihre Einschitzungen zu KI geben, indem
sie Aussagen zustimmen oder diese ablehnen.
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Wann wirkt eine
Maschine intelligent?

m jahr 1950 entwickelte der britische Mathe-
Imatiker und KI-Pionier Alan Turing

(1912-1954) ein Experiment. Der nach ihm
benannte Turing-Test verband Informatik
und Philosophie. Der Test ermittelt, ob die
Maschine sich in einem Gesprich so verhilt,
dass ein Mensch sie nicht von einem anderen
Menschen unterscheiden kann.

Der Test pruft nicht, ob die Maschine wirk-
lich denkt, sondern nur, ob sie menschliches
Kommunikationsverhalten so tiberzeugend

imitieren kann, dass sie nicht entlarvt wird.

Talking Painting Alan Turing
in besonderes Highlight der Ausstel-
E lung ist das ,sprechende Gemailde® von
Alan Turing. Auf Basis eines Fotos wurde
Turing digital rekonstruiert und mithilfe KI-
Technologien ,,zum Leben erweckt”.

Funf KI-Module ermdéglichen ein natiirli-
ches Gesprich: Spracherkennung wandelt Fra-
gen in Text, Computer Vision nimmt Besu-
cher wahr, ein Large Language Model (LLM)
erzeugt Antworten, Text-to-Speech (TTS)
spricht sie aus und Kl-gestiitzte Animation
bewegt das Gesicht in Echtzeit.

Alle Giste sind eingeladen, in einen Dialog
mit dem digitalen Portrit von Turing zu tre-
ten — und dabei nicht nur einem historischen
Genie zu begegnen, sondern auch den Méglich-
keiten aktueller Technologien.

Das Projekt steht exemplarisch fur die Ver-
bindung von Kunst, Technologie und gesell-
schaftlicher Reflexion. Turings Abbild bleibt
klar erkennbar, wird jedoch durch multimodale
Software dsthetisch wie konzeptionell transfor-
miert. Auf diese Weise entsteht eine Synthese
aus Portritkunst und digitaler Innovation...
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Interaktive Medienstation:
ELIZA,J. Weizenbaum, 1966

Der erste Chatbot der Welt — ELIZA — wurde
1966 von dem Informatiker Joseph Weizenbaum
(1923-2008) entwickelt. Spater warnte Weizen-
baum (Bild rechts) vor der Versuchung, Maschi-
nen menschliche Ziige zuzuschreiben — und davor,
Verantwortung an sie abzugeben.

Das Programm ELIZA war eine Art virtuel-
ler Psychotherapeut, der mit einfachen Regeln
und Wortmustern Aussagen der Benutzenden
zurtickpiegelte.

Damit entstand tiberraschend der Eindruck, der
Computer konne verstehen und Empathie zeigen.
Forschenden des internationalen ELIZA Archa-
eology Project ist es 2024 gelungen, das Original-
Skript zu rekonstruieren. Es kann hier im Frank-
furter Museum ausprobiert werden.

Digitales Haustier
Tamagotchi, Bandai, 1997

as elektronische Ei aus Japan machte 1996
D das Konzept des digitalen Haustiers popu-
lar. Nachdem das Tamagotchi geschlipft ist,
muss es regelmiflig umsorgt werden. Durch Zunei-
gung entwickelt es eine eigene Personlichkeit; bei
Vernachlissigung piepst es laut oder stirbt. Ein

Reset-Knopf setzt es dann zuriick und das digitale
Kiiken kann erneut grofigezogen werden.

Tragbarer KI-Handcomputer
Romi Lactan, Mixi Inc., 2025

Romi it ein digitaler Gesprichspartner. Der
Chatbot hort aufmerksam zu und erinnert sich
in ¢piteren Unterhaltungen an das Gesagte. Sti-
lisierte Gesichtsausdriicke auf dem Display erho-
hen die Lebendigkeit und die Stimme simuliert die
eines Menschen. Romi kann nur in Japan gekauft
werden, wo die Interaktion mit humanoiden Robo-
tern eine sehr hohe Akzeptanz hat.
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Vor allem iltere Menschen leiden oft unter sozi-
aler Isolation. ElliQ fithrt Gespriche mit den Nut-
zenden und hilft mit Freunden und Verwandten
per Videochat in Kontakt zu bleiben. Uber das
Tischgerit kann auch an digitalen Gruppenakti-

vititen — beispielsweise Bingo-Abenden — teilge-
nommen werden, um neue Bekanntschaften zu
schlieflen.

Themeninsel 2:
Automatisiertes Bauchgefuhl

eben den Potenzialen fiir Wissenschaft und
N Forschung geht es in der zweiten Insel um

die Risiken fiir unser Zusammenleben und
die Demokratie. Problematisch wird es insbeson-
dere dann, wenn KlI-erstellte Inhalte fiir ein Abbild
der Realitit gehalten werden.

Die Insel macht deutlich: Die Zukunft hingt
davon ab, wie wir KI heute gestalten. KI darf nicht
allein von Tech-Konzernen be&timmt werden.
Alle Biirger miissen einbezogen werden, damit das
Potenzial fir Wissenschaft und Forschung genutzt
und das Risiko fur die Gesellschaft reduziert wer-
den kann.

It Bias ein Problem? KI revolutioniert die
Erzeugung von Bildern, Grafiken und Filmen.
Aber diese Moglichkeiten werfen ethische und
rechtliche Fragen auf. Die Erginzung der Dauer-

ausstellung nimmt diese in den Blick und setzt sich



KIK-Newsletter 20 | 22. Dezember 2025

Inhaltsangabe | KI-Themeninseln in Dauerausstellung

kritisch mit den Themen Reprisentation und Bias
auseinander.

Menschen haben Vorurteile — generative KI erst
recht. Kiinstliche Intelligenz arbeitet mit Statisti-
ken und Wahrscheinlichkeiten — und gibt den Aus-
wertungen durch technische Neutralitit schein-
bare Legitimitit.

Das Problem dabei: Ein GrofSteil der Daten, die
von KI-Systemen verarbeitet werden, stammen aus
dem globalen Norden, insbesondere den USA. Die
Folgen sind Verzerrung, Diskriminierung und die
Verbreitung historischer Unwahrheiten.

Anhand von Kl-generierten Bildern, interak-
tiven Stationen und einer Weltkarte, die Daten-
§&trome veranschaulicht, konnen die Besuchenden
die Risiken von KI nachvollziehen. Ein Schrank

mit ,,Gegengiften® enthilt Rezepte fiir einen siche-

ren Umgang mit KI.
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Medien-Mitmachstation
,vornamen®

ame i$t nicht gleich Name. Lesen wir
N einen Vornamen, glauben wir intuitiv

das Geschlecht, das ungefihre Alter und
manchmal auch die Herkunft oder Sozialisation
der Eltern zu erkennen. Oft schliefSen wir daraus
unbewusst und hiufig auch falsch auf den Charak-
ter der Person. Das macht auch die KI. Daher sind
klare rechtliche Regeln, Transparenz in der Ent-
wicklung und Priifverfahren erforderlich. In der

interaktiven Station konnen Besucher ergriinden,
welche Eigenschaften die KI Vornamen zuordnet.

ie KI-Insel wurde in Zusammenarbeit mit
D MESO Digital Interiors GmbH und Video-
reality entwickelt. Das Museum wurde
unterstiitze und gefordert von der TUV Siid Stif-
tung, dem Kulturfonds Frankfurt RheinMain

und der Hessischen Landeszentrale fiir politische

Bildung. és

Museum fiir Kommunikation
Schaumainkai 53

D-60596 Frankfurt am Main
Telefon +49 (0)69 60 60 o
E-Mail: mfk-frankfurt@mspt.de

www.museumsstiftung.de



KIK-Newsletter 20 | 22. Dezember 2025

Inhaltsangabe | KI: Wandel des Internets?

Der Impakt von
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Kl auf das Internet:

y—

KI: Wandel des |waaass™

In der jetzt entstehenden Web-4.0-Vision

Internet S? interagieren Menschen nicht mehr primir mit

Web-sites, sondern mit autonomen Agenten,
die ihrerseits iiber APIs, Protokolle und Markt-
pldtze miteinander handeln.

| wird das Internet nicht toten, aber

seine Architektur, Geschiftsmodelle Ebene Heute (Web 2/3)/Agenti-
und Nutzung so stark verindern, dass sches Web / Web 4.0
sich das heutige WWW in wenigen e Interaktion: Mensch klickt Website oder
Jahren fremd anfiihlen diirfte... Sijplp 2.
e Mensch spricht mit KI-Agent, Agent
spricht mit Diensten.
as gerade passiert: Generative KI frisst e Suche/Discovery Keyword-Suche, SEO,
‘ / \ / klassische Web-Daten-Strome auf: Je Linklisten.
mehr Antworten und Erlduterungen o Intent-basierte Dialoge, proaktive
direkt aus Chatbots oder KI-Suchmaschinen abge- Vorschlige.
rufen werden, desto weniger Klicks gehen direke o Logik: Server-Side-Code pro Site.
an die einzelne Websites, mit dessen Inhalte diese e Netz aus autonomen Al-Agenten mit
KI-Modelle urspriinglich trainiert wurden... cigenen Zielen/Policies.
Die Sprachmodelle, die generative KI-Tools e Infrastruktur Zentrale
“mit Strom versorgen”, werden mit riesigen Men- Hyperscaler-Regionen.
gen an Trainings-Daten erstellt, die von unzihli- o Verteilter Mix aus Edge, Cloud,

gen Websites abgerufen wurden. Aber jetzt versu- Agent-Runtimes.
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chen sie, die Notwendigkeit fiir Nutzer zu beseiti-

gen, auf die gleichen Websites zu gehen.

Wihrend einige Web-Publisher KI-Entwick-
ler verklagen, weil sie ihre Daten zum Trainieren
von KI-Tools verwenden, gehen viele Partnerschaf-
ten mit Unternehmen wie OpenAl ein, die eine
finanzielle Entschidigung und die Férderung der
Websites des Publishers innerhalb von KI-gene-
rierten Inhalten versprechen.

it anderen Worten: KI-Tools und Assisten-
M ten verandern das Verhalten der Nutzer.
Ein wachsender Anteil der Nutzer setzt

LLM-basierte Systeme als Alternative zu Google

und andere Suchmschinen ein, oft mit der Erwar-

tung einer fertigen Antwort stact einer Linkliste.

Im Hintergrund wird die Infragtruktur umge-
baut: Um Trainings- und Inferenz-Lasten von KI
zu stemmen, verlagern Hyperscaler die Rechen-
zentren naher an die Nutzer und bauen eine star-
ker verteilte, KI-optimierte Netztopologie auf.

Die Ergebnisse neuerer Forschungen deuten auf
eine “neue Zukunft” fir traditionelle Websites hin:
e Die Kl-basierte Suche kann eine vollstindige

Antwort auf die Anfrage eines Nutzers in 75%
der Zeit liefern, ohne dass der Nutzer auf die
Website gehen muss.

e Eine weltweite Umfrage der University of
Toronto ergab, dass 22% der ChatGPT-Nutzer
es “als Alternative zu Google” verwenden.

e Die Forscher von Gartner prognostizieren,
dass der Trafhic von Suchmaschinen ins
Internet bis 2026 um 25% sinken wird.

e Pew Research fand heraus, dass ein Viertel
aller Webseiten, die zwischen 2013 und 2023
entwickelt wurden, nicht mehr existieren.

Stirbt das klassische Web?

Komplett verschwinden wird das Web kaum,
aber bestimmte Ebenen werden bald an Sicht
barkeit und Macht verlieren. Klassische ,,10 blaue
Links* werden schrittweise durch konversationelle,
kontextualisierte Antworten ersetzt; Links werden
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as World Wide Web wurde 1989 von Sir
D Tim Berners-Lee gegriindet und defi-

nierte die Natur des Internets als eine
benutzerfreundliche Verkniipfung verschiede-
ner Informationsspeicher neu.

“Das erste Jahrzehnt des Webs ... wurde mit
einem groflen Teil der Inhalte und Optionen
dezentralisiert”, schrieb Berners-Lee in diesem
Jahr anlasslich seines 3sjahrigen Jubilaums.

In den letzten Jahrzehnten hat diese Vision
von verteilten Informationsquellen mehrere
Herausforderungen gepacke.

Die Verwisserung der Dezentralisierung
begann mit leistungsstarken zentralisierten
Hubs wie Facebook und Google, die den Nut-
zerverkehr anlockten.

Jetzt kommt der ultimative Zerfall der Vision
von Berners-Lee, da generative KI den Trafhic
auf Websites reduziert, indem sie ihre Informa-
tionen neu castet. é®

cher Belege oder Deep Dives als primire Eingtiegs-
punkte sein.

Druck auf die Publisher:

tions-Sites, die stark von Suchtrafhic leben, geraten

Viele Informa-

unter Druck, wenn Antworten in KI-Oberflichen
»aggregiert” werden, ohne dass Nutzer noch auf

die Quelle klicken.
Die Plattform-Seite

Grofle Plattformen (Shops, soziale Netze, Saa$S
(="Software as a Service”)) integrieren KI selbst
und werden so eher zu ,,Backends® fiir Agenten als
zu Frontends fiir Menschen.

Damit wird das Web funktional eher zu einem
»Betriebssystem fur Agenten®, in dem Webseiten
nur noch eine Darstellungsschicht sind - oft auto-
matisch generiert.
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Existenzielle Risiken fir
das heutige Internet

s gibt drei kritische Punkte, bei denen man

E von ,, Todesszenarien® sprechen kann — nicht

des Netzes, aber seiner heutigen Okonomie:

1. Erosion des offenen Wissensokosystems: Wenn
KI-Systeme Antworten geben, ohne Traffic und
Finnahmen zuriick ins Uréprungs-Okosystem
zu speisen, droht eine schleichende
Austrocknung qualitativ hochwertiger, frei
zuginglicher Inhalte.

2. Konzentration von Macht und Infrastruktur:
KI-optimierte Netze, proprietire Modelle und
geschlossene Agenten-Okosysteme verstirken
die Abhingigkeit von wenigen Akteuren — mit
Folgen fur Wettbewerb, Zensur und Resilienz.

3. Governance-Liicke bei Agenten: Autonome
Agenten, die Transaktionen auslésen und
Entscheidungen treffen, bendtigen robuste
Protokolle, Standards und angemessene
Regulierung — sonst entstehen schwer kontrol-
lierbare Systemrisiken.

Warum das Internet
trotzdem weiterlebt

echnisch gesehenbleibtdasInternetals Proto-
T koll-und Transport-Schicht bestehen; KIver-
andert vor allem die Schicht dariiber: Inter-
faces, Geschiftsmodelle und Steuerungslogiken.
Das Internet it zu dezentral, adaptiert und frag-
mentiert, um ,abgeschaltet” zu werden; cher ent-
stehen parallele Schichten: offene Protokolle, teils
geschlossene KI-OkosysTeme, Nischen-Commu-

nities mit eigenen Regeln.
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olitisch und gesellschaftlich wichst gleich-
P zeitig das Bewusstsein, dass Kl-getriebene

Dienste ohne ein vitales, diverses Web lang-
fristig ihre eigene Wissensbasis unterminieren —
was Debatten tiber Daten-Sharing-Modelle, Ver-
giitung und Open-Source-Ansitze befeuert.

In diesem Sinne it KI weniger der Tod des
Internet als dessen radikale Metamorphose: vom
menschenzentrierten Hyperlink-Netz zum agen-
tenzentrierten Aktions-Netz — mit der offenen

Frage, ob Kultur und demokratische Kontrolle

dabei Schritt halten...

Online-Links

1. hteps://www.brookings.edu/articles/connec-
ting-the-dots-ai-is-eating-the-web-that-enabled-it/

2. https://www.thousandeyes.com/blog/
internet-report-ai-transforming-internet-landscape

3. https://innovatingwithai.com/
is-ai-search-replacing-traditional-search/

4. hteps://www.synergylabs.co/blog/the-rise-
of-ai-search-engines-and-their-impa&-on-traditio-
nal-browsing

5. https://www.euroispa.org/2024/03/what-
does-artificial-intelligence-mean-for-the-internet-
indugtry-now-and-in-the-future/

6. https://www.kensium.com/blog/
ai-vs-traditional-web-search

7. https://www.the-blueprint.ai/p/
web-40-the-rise-of-the-agentic-web

8. https://www.frontiersin.org/journals/
blockchain/articles/10.3389/fbloc.2025.1591907/
full

9.https://dev.to/esdanielgomez/
lets-talk-about-agentic-web-or-web-40-4m88

10.  https://www.hathway.com/About/
Blog/how-artificial-intelligence-is-changing-the-
internet é®
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Die 10 besten kurze KI-Kurse
auf Deutsch

ie Nachfrage nach Wissen iiber Kl
wachst. Dank zahlreicher kostenloser
Online-Angebote kénnen Anfanger
wie Fortgeschrittene maf3ge-
schneiderte Kurse absolvieren. Im
Folgenden die 10 besten deutschsprachigen
Online-KI-Kurse mit Beschreibung, Ziel-
gruppe und spezifischen Besonderheiten.

on kompakten Einstiegskursen wie Elements
of Al bis hin zu fachépezifischen Angebo-
ten fiir die Produktion reicht das deutsch-

sprachige Online-Angebot heute fiir nahezu jedes

Lernziel und Vorwissen.

Die Wahl des richtigen Kurses hingt primir
von den individuellen Zielen ab: Allgemeines Ver-
stindnis, berufliche Weiterqualifikation oder tie-
fer Einstieg in spezifische Teilgebiete. Alle hier
genannten Kurse bieten einen unkomplizierten
Einstieg, zertifizierte Abschliisse und eine hohe
didaktische Qualitit — viele komplett kostenlos
und ohne Vorkenntnisse.

1. Elements of Al (University
of Helsinki, Reaktor)

Dieser Kurs ist ein Klassiker. Er ist speziell fur
Einsteiger konzipiert. Er behandelt die Grundbe-
griffe, Anwendungsfelder und ethische Aspekte
von KI in verstindlicher Sprache — ganz ohne
Mathe- oder Programmierkenntnisse.
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Viele praktische Aufgaben sorgen fur bessere
Lernergebnisse. Der Kurs ist kostenlos, das eigene
Lerntempo bestimmbar, und es gibt ein Abschluss-
zertifikat. Dauer: ca. 15-30 Stunden

o Zielgruppe: Anfinger, alle Interessierten

e Themen: Grundlagen der KI, gesellschaftli-

cher Kontext, kritische Reflexion

2. Einfiihrung in KI (IBM / KI-Campus)

In Zusammenarbeit mit IBM bietet der KI-
Campus einen preisgekronten Online-Kurs an,
der die Geschichte, Grundlagen, aktuelle Metho-
den und moderne Anwendungen der KI beleuch-
tet. Der Kurs it auf Deutsch verfiigbar und richtet
sich an alle mit Interesse an Zukunftstechnologien.
Er eignet sich perfeke als Einstieg ohne mathema-
tische oder Programmierkenntnisse. Dauer: ca. 13
Stunden. Zielgruppe: Anfinger, Neugierige

e Themen: KI-Geschichte, Methoden und
Werkzeuge, Zukunftsperspektiven

3. Introduction to Generative Al
— Art of the Possible (AWS)

Ein kogtenloser Kurs von Amazon Web Servi-
ces, der besonders fir Einsteiger einen schnellen
und praxisnahen Eingtieg in die generative KI bie-
tet, inklusive Textgeneratoren wie ChatGPT und
Bildgeneratoren wie DALL-E.

Die Kursinhalte sind zwar auf Englisch, aber
zahlreiche Hilfestellungen und einsteigerfreund-
liche Erklarungen machen ihn auch fir Deutsch-

sprachige sehr zuginglich. Dauer: etwa 1 Stunde.
o Zertifikat: Ja

4. Al fiir alle (Andrew Ng, DeepLearning.
Al — Deutsch auf Coursera)

Andrew Ng ist einer der fithrenden Kopfe im
Bereich KI. Er hat diesen Kurs insbesondere fiir
Entscheider, Manager und alle, die KI in Unter-
nehmen einfiithren wollen, entwickelt.

Der Kurs ist inzwischen auf Deutsch verfiigbar,
allgemeinverstindlich und ohne Programmier-
kenntnisse belegbar. Er vermittelt einen Uberblick
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tiber KI, typische Projektabliufe, ethische Fragen
und den Einsatz in der Praxis. Dauer: ca. 6 Stunden
o Zielgruppe: Entscheider, Fihrungskrifte, alle

Interessierten.

5. Einfithrung in die generative
KI (Hasso-Plattner-Institut)

Das Hasso-Plattner-Ingtitut bietet einen kogten-
losen vierwochigen Kurs, der die Funktionsweise
moderner generativer KI-Systeme wie ChatGPT
vermittelt. Ideal fur all jene, die tiefer verstehen
wollen, wie diese Technologien Texte, Bilder und
mehr hervorbringen. Dauer: 4 Wochen.

o Zielgruppe: Einteiger, KI-begeisterte

6. Grundlagen d. KI — Udemy

Udemy bietet zahlreiche deutschsprachige KI-
Kurse an, darunter “Grundlagen der Kiinstlichen
Intelligenz”. Die Kurse decken breite Themen
(Machine Learning, KI in der Praxis, ChatGPT &
Co.) ab und sind sehr praxisorientiert. Viele Kurse
werden regelmifdig aktualisiert und bieten Zugang
zu Diskussionsforen. Dauer: meigt s—20 Stunden.

o Zielgruppe: Anfinger und Fortgeschrittene

7. Einfiihrung in die KI (UnternehmerTUM)

Dieser von applied Al und UnternehmerT UM
entwickelte Kursistauf dem KI-Campusverfugbar.
Die Inhalte orientieren sich an aktuellen Entwick-
lungen und bereiten insbesondere auf den Einsatz
von KI im Mittelstand vor. Der Kurs bietet leicht
verstandliche Lernvideos und kurze Quizzes.

o Zielgruppe: KMU, Fachkrifte, technikafhne
Einsteiger

8. Grundlagen der Kl in der Produktion
(Plattform Lernende Systeme)

Der Kurs auf der Plattform Lernende Systeme
richtet sich gezielt an Interessierte aus Industrie
und Produktion. Praxisnahe Beispicle, etwa aus
der Fertigung und Automatisierung, machen KI-
Konzepte fuir technische Berufe greifbar.
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o Zielgruppe: Beschiftigte in der Industrie,
Techniker

9. Maschinelles Lernen —
Linkedin Learning (Deutsch)

LinkedIn Learning bietet zahlreiche deutsch-
sprachige KI- und Machine-Learning-Kurse, die
besonders fiir selbstbestimmtes Lernen und zur
Vertiefung einzelner Spezialthemen (z. B. Data Sci-
ence, Neuronale Netze) geeignet sind. Die Inhalte
sind didaktisch hochwertig aufbereitet und praxis-
nah. Dauer: individuell

Seite 32
o Zielgruppe: Einsteiger und Profis

10. KI-KURS: Grundlagen der
Kiinstlichen Intelligenz

KI-KURS it eine eigenstindige deutschépra-
chige Online-Plattform, die systematisch und ein-
steigerfreundlich in die Grundlagen der KI ein-
fiihrt und Teilnehmende auf ein vertieftes Ver-
stindnis vorbereitet. Ziel it es, den Einstieg in
das Thema KI so niedrigschwellig wie méglich zu
gestalten. Zielgruppe: Einsteiger, Schiiler, Studie-
rende. é&

Uberblickstabelle
Kurs Anbieter / Plattform |Zielgruppe Bemerkungen
Elements of Al Universitat Helsinki / Reaktor Anfanger Zertifikat, sehr zuganglich

Einfiihrung in KI IBM / KI-Campus

Anfanger, Interessierte

Zertifikat, sehr kompakt

Generative AI - Art of the Possible | AWS

Einsteiger

schnelle Einfiihrung

Al fiir alle (Deutsch) DeepLearning.AlI / Coursera

Manager, Fithrungskrafte

praxisnah, umfangreich

Einf. in generative KI Hasso-Plattner-Institut

Alle

4 Wochen, gratis

Grundlagen der KI Udemy Anfanger, Fortgeschrittene flexibel, praxisnah
Einfithrung in die KI (appliedAI) KI-Campus Mittelstand, Fachkrifte branchentypisch
KI in der Produktion Plattform Lernende Systeme Techniker,Interessierte industrienah

Maschinelles Lernen (Deutsch) LinkedIn Learning

Alle

groRe Auswahl

KI-KURS.org

Grundlagen KI (KI-KURS)

Einsteiger

schulisch bis akademisch

1. hteps://katzlberger.ai/2019/03/23/die-besten-online-kurse-fuer-kuenstliche-intelligenz/

2. hteps://www.ihk.de/rhein-neckar/ausbildung-weiterbildung/weiterbildung-channel/

seminar-zertifikat/future-skills/kuenstliche-intelligenz-kostenfreier-online-kurs-4 676580

3. hteps://www.elementsofai.de

4. https://ki-campus.org

5. https://www.amalytix.com/blog/kostenlose-ai-kurse/

6. https://www.coursera.org/de-DE/courses?query=artificial+intelligence
7. https://www.faz.net/pro/digitalwirtschaft/kuenstliche-intelligenz/die-besten-ki-kurse-fuer-einstei-

ger-und-entscheider-19703505.html

8. https://de.linkedin.com/pulse/die-10-besten-ki-kurse-fiir-anfinger-hakan-cengiz-t3pbc

9. https://www.udemy.com/de/topic/artificial-intelligence/

10. https://ki-campus.org/blog/best-of

11. hteps://www.plattform-lernende-systeme.de/online-tutorials.html

12. https://wemakefuture.com/automatisierung/top-s-kostenlose-ki-kurse

13.heeps://www.ki-kurs.org
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Per Du mit der

10K Tuuls

Das Prans-Handbuch fur lhren Alltag!

K1

iinstliche Intelligenz formt unser

Alltag, pragt niitzliche Soft-

ware fiir zahlreiche Bereiche und

schlaue Roboter. Hier ein Hand-

buch zum praktischen taglichen
Umgang mit dieser Technologie. Mit
der Beschreibung von 110 niitzlichen
Kl-Tools fiir lhren Alltag! Uns iiber-
fluten taglich Nachrichten aus Presse,
Radio und TV iiber die KI-Technologie.
Hier finden Sie eine aktuelle Ubersicht
iiber dieses sehr spannende Thema.
Glossar mit allen wichtigen Begriffen.
Von Paulo Heitlinger, in Zusam-
menarbeit mit Ursula Walter-
scheid. September 2025.

9,90 €

Fiir wen ist dieses E-Book geschrieben?

geschrieben, die sich fiir Kiinstliche Intel-

ligenz interessieren: Schiiler, Studenten,
Lehrer, Professoren, PC- und Handy-Benutzer,
lustige und traurige Menschen - fiir alle.

D ieses E-Book haben wir fiir alle

ns ist wohl bekannt, dass etliche Kinder schon
U mit kleinen Robotern spielen, die sowas wie
eine Urform von Kunstlicher Intelligenz dar-
§tellen. Also: alle, die sich fiir das Thema interessie-
ren — von 14jihrigen Lesern bis zum Leser mit 7o,
80, 90, ?? Jahren — werden Spafd an diesem Buch fin-
den und einen Nutzen davon ziehen konnen.
Allerding sollten sich Jugendliche klar machen,
dass in diesem Buch recht viele technische und com-
puterspezifische Begriffe vorkommen... Deswegen
wurde ein Glossar angehingt, um diese Begrifte zu

erkliren.

Das E-Book ist auf Deutsch geschrieben, viel von
der KI-spezifischen Terminologie wird auf Englisch
verwendet — oft finden sie in der Presse AI (Artificial
Intelligence), statt KI (Kiinstliche Intelligenz), Deep
Learning ($tatt Tiefes Lernen), usw., usf. Sie sind uns
wahrscheinlich nicht bdse, wenn wir ab und zu sol-
che hype englische Ausdrucke verwenden...

(Ubrigens: Es gibt KI-Tools, die sehr gute Uberset-
zungen liefern. Ich benutze z.B. die Sofware DeepL,
die Sie hier finden: deepl.de

Viele Begrifte werden im Glossar erldutert. Diesen
finden Sie am Ende dieses Buches. Dort finden Sie
auch das Register, wo viele Namen, Ausdriicke und
Begriffe aufgelistet sind. Diesen Register finden Sie
am Ende des Buches.

Viel Spaf! beim Lesen wiinschen die Autoren
Paulo Heitlinger / Ursula Walterscheid
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. Wle KI enStand.Dieses E-Book beschreibt die

welchen Ressourcen diese Technologie ab 1960 entwickelt

1 Geschichte der KI. Sie lesen mit welchen Pionieren und mit

wurde —ein spannender Bericht iiber die Forschung

und Entwicklungen zahlreicher Informatiker u. KI-Experten.

300 Seiten.

2. ime-s0ok Per Du mit der Kl inden sie die

Beschreibung von 110 KI-Tools fiir Ihren Alltag! Hier geht es um die

praktischen Aspekte der Kiinstlichen Intelligenz. Uns iiberfluten
taglich Nachrichten aus Presse, Radio und TV iiber diese Techno-

logie. Hier finden Sie eine Ubersicht iiber dieses spannende Thema.

Und ein Glossar mit allen wichtigen Begriffen. Von Paulo Heit-
linger, in Zusammenarbeit mit Ursula Walterscheid. Herbst 2025.

Wie

entstand
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Die Themen des Buches

Wie denken wir?

KI-was it das ?

Daten: das neue Gold

Neuronale Netze

Computer fiir KI

Smartphones

Das Internet

Auf und davon... Autonomes Fahren
Roboter

KI-Personlichkeiten

KI-Pioniere

KI in der Schule lernen

KI $tudieren

Die Zukunft der Kunstlichen Intelligenz
Begrifte der KI

Wie K1 entstand. Dieses
E-Book beschreibt die
Geschichte der K1. Sie lesen

mit welchen Pionieren und

mit welchen Ressourcen

diese Technologie ab 1960
entwickelt Wlll’§6 — ein
spannender Bericht iiber die
Forschung und Entwicklungen
zahlreicher Informatiker und
KI-Experten. 300 Seiten.

9,90 €
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